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Motivations

The big data paradigm is consolidating its central
position in the industry, as well as in society at large 

Market growth from $130 billion in 2016 to $203 
billion in 2020, with a CAGR of 11.9 %

Cloud computing is an enabling cost-effective
technology for big data

IDC estimates that by 2020 nearly 40% of big data 
analyses will be supported by public clouds
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Target Scenario

Big data applications: heterogeneous and irregular data 
access and computational patterns

+
Cloud computing: offers flexibility, dynamically adjusting 
resources as needed
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Develop intelligent resource management 
systems providing QoS guarantees to end-users

and efficient use of resources



Target Problem

Virtualization technologies provide means to setup a wide 
number of possible configurations that can be allocated for an 
application

Type of processing node, # cores, etc.
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Which configuration should we choose to 
avoid under and overestimating resources?



Our Goals

How can we predict the execution time of an application 
running on a target configuration?

Optimize computational resources given 
target deadline

Predict execution time given an amount of 
resources available
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Our Goals
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Optimize computational resources given 
target deadline

Predict execution time given an amount of 
resources available

Machine 
Learning

Analytical 
Models Simulation

How can we predict the execution time of an application 
running on a target configuration?



Our Approach: Performance profiling

K-Means
+

8 million points
+

3 VMs @ 20 cores

Predicted 
Execution Time

Historical 
data

Performance
Model

(unseen configuration)
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Focus: Apache Spark Applications

x

Distributed general-purpose cluster-computing framework 
Has support in the biggest cloud services                
(Amazon AWS, Azure, Google Cloud)

Application execution represented by a DAG
Parallel stages
Parallel tasks execution in each stage
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What is Machine Learning?

Humans learn from past experiences

A computer does not have “experiences”
A computer system learns from data, which represent some “past experiences” of 
an application domain

Goal: learn a target function that can be used to predict the values of
a discrete class attribute, e.g., approve or not-approved, and high-risk or low risk 
(discrete world) 
a continuous value, e.g., flight delays, cash at a bank branch/ATM (continuous 
setting)
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What is Machine Learning?

y  = f(x)

Training: given a training set of labeled examples {(x1,y1), …, (xN,yN)}, 
estimate the prediction function f by minimizing the prediction error on 
the training set
Testing: apply f to a never before seen test example x and output the 
predicted value y = f(x)

output prediction 
function

Image 
feature

Training set

Test set
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Prediction

ML Steps

Training 
Labels

Training 
Images

Training

Training

Image 
Features

Image 
Features

Testing

Test Image

Learned 
model

Learned 
model
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Reference Solution
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ERNEST  model (proposed by Spark creators)
Linear Regression with Non Negative Least Squares
Input features based on # cores and data size

S. Venkataraman, Z. Yang, M. J. Franklin, B. Recht, and I. Stoica, “Ernest: Efficient performance prediction for large-
scale advanced analytics.” in NSDI, 2016, pp. 363–378. 

Can we do better by exploring other  
regression techniques and/or input features?

Can we do better with Analytical techniques?
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Our Performance Approaches
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ML models compute very fast estimations with good approximations
Number of cores, tasks time and number per stage
Black and gray box models
Used by optimization methods to compute quickly initial solutions

Approximate analytical techniques (Lundstrom) provide more accurate results but are slower
Distribution of the tasks execution time within individual stages
Task execution overlaps
Used at runtime under heavy load

Discrete event simulator (dagSim) produces accurate results at the cost of longer execution
times

Used for initial deployment, offline

D. Ardagna, E. Barbierato, A. Evangelinou, E. Gianniti, M. Gribaudo, T. B. M. Pinto, A. Guimarães, A. P. Couto da Silva, J. M. Almeida. 
Performance Prediction of Cloud-Based Big Data Applications. ICPE 2018 Proceedings. 192-199. Berlin, Germany.
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Our ML Approaches

Four algorithms with different properties:
LR:   L1-regularized linear regression
DT:   Decision tree
RF:   Random forests
NN:   Neural networks

Linearity

Interpretability

Non-linear and 
more complex 
relationships 
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Input Features

17 OpenInfra Days – Milan, 2nd October 2019



Input Features
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Information available
a priori
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Input Features
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Information available
only a posteriori:
Use average values of 
training examples
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Experimental Settings

TPC-DS benchmark
Sparkbench
SparkDL: deep learning application based on DL pipelines

Cluster configurations:
Public Microsoft Azure cloud
Private IBM Power8 cluster

ML scenarios:
Core interpolation
Core interpolation + data extrapolation
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A. Maros, F. Murai, A. P. Couto da Silva, J. M. Almeida, M. Lattuada, E. Gianniti, M. Hosseini, D. Ardagna. Machine Learning for 
Performance Prediction of Spark Cloud Applications. IEEE Cloud 2019 Proceedings. 99-106. Milan, Italy. 
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Number of Cores

K-means

7 cases 
defined by 
different splits 
of training and 
test sets

ML Core Interpolation: Training and Test Sets
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Data sizes in training and test sets

ML Core Interpolation and Data Extrapolation
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Data sizes in training and test sets

How accurate are predictions if we use different number of 
cores for training and and testing (but same data set size) ?

ML Core Interpolation and Data Extrapolation
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Data sizes in training and test sets

How accurate are predictions if we use different data set 
sizes and number of cores for training and and testing?

ML Core Interpolation and Data Extrapolation
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Q-26 Core Interpolation                                       
(750 GB for training and test sets)
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Splits of 
training and 
test sets

New approaches Reference    model
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● Black box models outperform gray box solutions
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Q-26 Core Interpolation                                       
(750 GB for training and test sets)
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● Simple black box LR approach is the best approach 

Q-26 Core Interpolation                                       
(750 GB for training and test sets)
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Q-26 Core Interpolation
(750 GB for training and test sets)

● Simple black box LR approach is the best approach 
(a bit better than Ernest)
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Q-26 Data Extrapolation                             
(250 and 750 GB for training; 1000 GB for testing)

● Similar conclusions
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K-means Core Interpolation                                       
(15 Million points for training and test sets)
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K-means Core Interpolation                                       
(15 Million points for training and test sets)

● Ernest is not able to capture greater complexity of the
workload
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K-means Core Interpolation                                       
(15 Million points for training and test sets)

● Once again, black box models outperform gray box 
solutions
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K-means Core Interpolation                                       
(15 Million points for training and test sets)

● Black box RF is the best approach, capturing non-linear 
relationships
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K-means Data Extrapolation                                               
(5, 10, 15 Million points for training; 20 Million for testing)

● Ernest performs poorly again
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● Overall:  black box DT and RF best approaches
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K-means Data Extrapolation                                              
(5, 10, 15 Million points for training; 20 Million for testing)
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SparkDL Core Interpolation                                       
(1500 images for training and test sets)

● Black box models are usually better than gray box 
approaches 
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SparkDL Data Extrapolation                        
(1000 and 1500 images for training; 2500 for testing)

● Black box LR is the overall best approach
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Table 1: Scenarios Description

# Application VM Con�guration (nodes; cores; data)

1 TPCDS Q26 D12v2 3-13; 4 cores per node; 500GB
2 TPCDS Q52 D12v2 3-13; 4 cores per node; 500GB
3 K-Means D4v2 3 and 6; 8 per node; 8GB,48GB,96GB
4 Log. Regression D4v2 3 and 6; 8 per node; 8GB,48GB,96GB

and Spark 2.1.0. All the scenarios had two dedicated master nodes
over D12v2 VMs. In the D12v2 case, the workers’ con�guration
consisted of 12 up to 52 cores. The D4v2 deployments consisted of
24 cores and 48 cores, on three and six nodes respectively.

Table 1 describes the set of scenarios we analyze. Each TPC-DS
query and ML benchmark was run 10 times for each considered
con�guration.

We evaluate the Task Precedence analytical model and the dagSim
simulation with respect to prediction accuracy and average execu-
tion time. Prediction accuracy is estimated by the relative error �r,
computed using the average real execution time (Treal), measured
on the real system, and the execution time predicted by the model
(Tpredict), for each application:

�r =
Treal �Tpredict

Treal
. (3)

Note that negative values of �r imply overestimates, while posi-
tive values correspond to underestimates.

Execution times of the analytical model and simulator have been
gathered on a Ubuntu 16.04 Virtualbox VMwith eight cores running
on an Intel Nehalem dual socket quad-core system with 32 GB of
RAM. The virtual machine has eight physical cores dedicated with
guaranteed performance and 4 GB of memory reserved. Unless
otherwise stated, we report the average of 10 runs.

Before presenting our results, we �rst compare the execution
time of dagSim against the one of the JMT tool.

4.2 Comparison with JMT
In this section, we compare the average execution time of dagSim
with that of the event based QN simulator available within the
JMT 1.0.2 tool suite. JMT is very popular among researchers and
practitioners and since 2006 has been downloaded more than 58,000
times. The comparison focuses on the average execution time at
95% con�dence level. JMT accuracy analyses are reported in our
previous work [? ], where we obtained an average percentage error
up to 33% while the mean of its absolute value was around 14.13%.
The ratio between the average simulation times of JMT and dagSim
for two considered scenarios are reported in Figure 1. dagSim is
clearly much faster than JMT (about 70 times on average and up to
115 times in the very worst case for the Q26 DAG, which includes
a larger number of stages), also with slightly better accuracy than
JMT (as will be discussed extensively in the following sections).

4.3 Results on the D12v2 VMs (Scenarios 1 & 2)
This section presents the results obtained by the Task Precedence
model and the dagSim simulator in scenarios 1 and 2, over Spark 1.6.2

Figure 1: JMT and dagSim execution time ratio

executed on Azure HDInsight D12v12 VMs. Real and predicted ap-
plication execution times for each scenario and various con�gura-
tions (i.e., numbers of nodes and cores) are shown in Table 2. In this
table (as in the following ones), relative errors of each tool in each
scenario/con�guration are presented in parentheses, and maximum
and minimum errors are shown in bold and shaded, respectively.

For scenario 1, both the Task Precedence model and the dagSim
simulator showed very good estimates, with errors ranging from
4.4% to 20.7% and �0.1% to 16.2%, respectively. Similar results were
also obtained in scenario 2: the errors of the Task Precedence model
varied between 8.1% and 23.7%, whereas dagSim showed excellent
accuracy, with errors below 1%.

Table 2: Scenarios 1 & 2: Real and predicted execution times
(seconds).

Scenario 2 (error %)
Cores Real LundstromdagSim Real Task Prec. DagSim

12 722.2 4.4 5.5719.9 660.8 (8.2) 716.0 (0.6)
16 582.9 6.7 9.7562.7 517.3 (8.1) 559.6 (0.6)
20 515.9 9.1 11.8471.8 412.7 (12.5) 468.3 (0.8)
24 447.6 11.0 11.9417.7 358.3 (14.2) 415.3 (0.6)
28 415.7 11.7 16.2364.1 304.7 (16.3)360.7 (0.9)
32 366.1 13.5 14.7324.7 265.0 (18.4) 322.3 (0.7)
36 306.1 16.3 5.2306.8 247.0 (19.5)304.2 (0.9)
40 287.5 17.6 6.0275.2 215.2 (21.8) 273.1 (0.8)
44 259.7 19.3 3.5258.8 200.2 (22.7) 257.0 (0.7)
48 248.6 20.7 -0.1250.0190.7 (23.7) 248.3 (0.7)
52 220.2 17.6 -0.4226.1 179.3 (20.7) 224.2 (0.8)

Overall, taking absolute values, average errors were 13.45% and
16.92% for the Task Precedence model, and 7.73% and 0.74% for
dagSim, in scenarios 1 and 2, respectively. These are very good
estimates, given the complexity of the environment and workloads,
especially for practical purposes of planning and managing the
resource requirements. The greater errors of the analytical model
are probably due to the several sources of approximations embedded
in this solution (see Section 3.2 and [? ]).

Table 3: Real and predicted execution time quartiles

Query Quartile dagSim [s] Real [s] �r [%]

Q26 Q1 492.496 515.449 4.66
Q26 Q2 495.077 537.436 8.56
Q26 Q3 497.800 597.302 19.99
Q52 Q1 509.974 509.810 0.03
Q52 Q2 511.676 515.547 0.76
Q52 Q3 513.454 520.582 1.39

Table 3 reports, as an example, the quartiles of Q26 and Q52 at 16
cores. The table displays both the simulated quartiles and the ones
derived from 20 sample runs on the real system. The estimated quar-
tiles are quite accurate, with a worst case relative error of 19.99%,
but at an average as low as 5.90%. Note that percentile distributions
can be obtained only through simulation based approaches and
cannot be provided by the Task Precedence method.

4.4 Results on the D4v2 VMs (Scenarios 3 & 4)
In scenarios 3 and 4 we executed the Task Precedence model and
dagSim simulator considering Spark 2.1.0 logs for two machine
learning algorithms, namely Logistic Regression and K-Means. The
ML workloads are iterative algorithms and characterized by a larger
number of stages than the scenarios 1 and 2. For these applications,
data partitions are cached and accessed multiple times during the
iterations. As noticed, these workloads present a higher variability
since each iteration consists of data processing and RDD partitions
re-computation in case of RDD cache eviction.

As detailed by Table 4, for both algorithms, the Task Precedence
model prediction error is inversely correlated to the size of data
sets, i.e., the larger the data sets, the lower the prediction error.
Since processing larger data sets requires more tasks to be exe-
cuted, the experiments yield a lower variance on the application
response times. Analogously, a smaller number of tasks would re-
sult in higher variance across multiple runs. We also found that
the model produces somewhat higher errors for larger cluster sizes.
This is attributed to the accumulation of synchronization delays
over a larger number of distributed tasks running in multiple cores.

We further looked into the response times measured for indi-
vidual runs of each algorithm on each con�guration and observed
that the setup with the largest errors for the two benchmarks for
Task Precedence (8 GB on 48 cores) coincides with the scenario
with the highest variance across multiple runs. The large number of
cores used on a relatively small dataset, which might occasionally
cause resource underutilization, may explain the slightly worse
performance of the model in this setup.

In contrast, dagSim did not show any error pattern and its worst-
case error (�25.6%) is achieved for K-Means.

With regards to errors taken in absolute value, once again we
�nd that both Task Precedence and dagSim provide very good pre-
diction accuracy across the considered set of experiments, covering
di�erent platforms and con�gurations. Average errors for the ana-
lytical model are 9.03% and 1.62% for scenarios 3 and 4, respectively.
Average errors for dagSim were somewhat higher — 16.45% and
2.42%, respectively — though still very low for practical purposes.

Table 4: Scenarios 3 & 4: Real and predicted execution times
(seconds).

Cores Data set
size (GB) Real Lundstrom dagSim

Scenario 3: K-Means

24 8 99.0 17.3 23.6
24 48 342.2 5.0 -6.5
24 96 862.1 1.9 8.5
48 8 90.3 18.1 22.1
48 48 195.0 8.3 -12.4
48 96 594.3 3.6 -25.6

Scenario 4: Logistic Regression

3 (24) 8 164.6 159.5 (3.1) 156.1 (5.1)
3 (24) 48 669.4 664.4 (0.7) 671.7 (-0.3)
3 (24) 96 1418.8 1414.1 (0.3) 1404.9 (0.9)
6 (48) 8 166.5 161.0 (3.3) 156.5 (6.0)
6 (48) 48 368.2 362.5 (1.5) 362.9 (1.4)
6 (48) 96 1200.7 1192.6 (0.6) 1193.9 (0.5)

4.5 Summary of Results
In sum, we observe that the Task Precedence model achieved errors
that vary from 0.8% to 20.7%, being on average 11.70% (average
computed across all errors taken in absolute values). The errors
achieved by dagSim, on the other hand, vary from �0.1% up to
�25.6%, but with an average of only 6.06%. It is important to observe
that in the performance evaluation literature, 30% errors (consistent
across cluster sizes) in execution time predictions can be usually
expected, especially from analytical models (see [? ]). Thus, both
approaches are suitable for predicting the performance of big data
applications. Moreover, we notice that dagSim outperforms the Task
Precedence model in the scenarios with interactive queries, whereas
the latter was the best approach for the iterative ML algorithms.
Figure 2 summarizes our results.
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Figure 2: Prediction errors across analyzed scenarios (aver-
ages computed across errors taken in absolute values)

Lundstrom and dagSim results

Q-26 K-means
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Table 3 reports, as an example, the quartiles of Q26 and Q52 at 16
cores. The table displays both the simulated quartiles and the ones
derived from 20 sample runs on the real system. The estimated quar-
tiles are quite accurate, with a worst case relative error of 19.99%,
but at an average as low as 5.90%. Note that percentile distributions
can be obtained only through simulation based approaches and
cannot be provided by the Task Precedence method.
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In scenarios 3 and 4 we executed the Task Precedence model and
dagSim simulator considering Spark 2.1.0 logs for two machine
learning algorithms, namely Logistic Regression and K-Means. The
ML workloads are iterative algorithms and characterized by a larger
number of stages than the scenarios 1 and 2. For these applications,
data partitions are cached and accessed multiple times during the
iterations. As noticed, these workloads present a higher variability
since each iteration consists of data processing and RDD partitions
re-computation in case of RDD cache eviction.

As detailed by Table 4, for both algorithms, the Task Precedence
model prediction error is inversely correlated to the size of data
sets, i.e., the larger the data sets, the lower the prediction error.
Since processing larger data sets requires more tasks to be exe-
cuted, the experiments yield a lower variance on the application
response times. Analogously, a smaller number of tasks would re-
sult in higher variance across multiple runs. We also found that
the model produces somewhat higher errors for larger cluster sizes.
This is attributed to the accumulation of synchronization delays
over a larger number of distributed tasks running in multiple cores.

We further looked into the response times measured for indi-
vidual runs of each algorithm on each con�guration and observed
that the setup with the largest errors for the two benchmarks for
Task Precedence (8 GB on 48 cores) coincides with the scenario
with the highest variance across multiple runs. The large number of
cores used on a relatively small dataset, which might occasionally
cause resource underutilization, may explain the slightly worse
performance of the model in this setup.

In contrast, dagSim did not show any error pattern and its worst-
case error (�25.6%) is achieved for K-Means.

With regards to errors taken in absolute value, once again we
�nd that both Task Precedence and dagSim provide very good pre-
diction accuracy across the considered set of experiments, covering
di�erent platforms and con�gurations. Average errors for the ana-
lytical model are 9.03% and 1.62% for scenarios 3 and 4, respectively.
Average errors for dagSim were somewhat higher — 16.45% and
2.42%, respectively — though still very low for practical purposes.
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4.5 Summary of Results
In sum, we observe that the Task Precedence model achieved errors
that vary from 0.8% to 20.7%, being on average 11.70% (average
computed across all errors taken in absolute values). The errors
achieved by dagSim, on the other hand, vary from �0.1% up to
�25.6%, but with an average of only 6.06%. It is important to observe
that in the performance evaluation literature, 30% errors (consistent
across cluster sizes) in execution time predictions can be usually
expected, especially from analytical models (see [? ]). Thus, both
approaches are suitable for predicting the performance of big data
applications. Moreover, we notice that dagSim outperforms the Task
Precedence model in the scenarios with interactive queries, whereas
the latter was the best approach for the iterative ML algorithms.
Figure 2 summarizes our results.

1 2 3 4
0

5

10

15

Scenarios

%
Er
ro
r

dagSim
Task Prec.

Figure 2: Prediction errors across analyzed scenarios (aver-
ages computed across errors taken in absolute values)



Our Goals

How can we predict the execution time of an application 
running on a target cloud configuration?
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Optimize computational resources given 
target deadline

Predict execution time given an amount of 
resources available

Optimal deployment Rebalancing under 
heavy load



Optimal deployment

Identifying the Initial Configuration 
1. Identify the minimum number of VMs for 

an application to fulfill its deadline
2. Periodically estimate application capacity 

according to its progress

Resource Rebalancing under Heavy 
Load 

1. Prioritize resources to hard deadline 
applications and reallocate the residual 
capacity among soft deadline ones

2. Minimize weighted tardiness
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• MINLP
• Local search

Optimization Service

Machine 
Learning
Model

Local Search Algorithms
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Performance Prediction 
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Adaptation policies 
module
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Configuration & Contextualisation
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t1
<latexit sha1_base64="Vdpw1EUcawuipjPr60GSiuiDdWE=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+PAqw+qNbfhLkDWiVeQGhRoD6pf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+g6yIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXid+s3HT8O6btVazSKMMZ3AOl+DBFbTgDtrgAwMBz/AKb45yXpx352PZWnKKmVP4A+fzByY8jbo=</latexit><latexit sha1_base64="Vdpw1EUcawuipjPr60GSiuiDdWE=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+PAqw+qNbfhLkDWiVeQGhRoD6pf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+g6yIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXid+s3HT8O6btVazSKMMZ3AOl+DBFbTgDtrgAwMBz/AKb45yXpx352PZWnKKmVP4A+fzByY8jbo=</latexit><latexit sha1_base64="Vdpw1EUcawuipjPr60GSiuiDdWE=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+PAqw+qNbfhLkDWiVeQGhRoD6pf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+g6yIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXid+s3HT8O6btVazSKMMZ3AOl+DBFbTgDtrgAwMBz/AKb45yXpx352PZWnKKmVP4A+fzByY8jbo=</latexit><latexit sha1_base64="Vdpw1EUcawuipjPr60GSiuiDdWE=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+PAqw+qNbfhLkDWiVeQGhRoD6pf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+g6yIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXid+s3HT8O6btVazSKMMZ3AOl+DBFbTgDtrgAwMBz/AKb45yXpx352PZWnKKmVP4A+fzByY8jbo=</latexit>

t2
<latexit sha1_base64="zWJFAR8pzOnaqf2MkWNTPRECPhM=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+OgWR9Ua27DXYCsE68gNSjQHlS/+sOEZTFXyCQ1pue5KQY51SiY5LNKPzM8pWxCR7xnqaIxN0G+OHZGLqwyJFGibSkkC/X3RE5jY6ZxaDtjimOz6s3F/7xehtF1kAuVZsgVWy6KMkkwIfPPyVBozlBOLaFMC3srYWOqKUObT8WG4K2+vE78ZuOm4d03a61mkUYZzuAcLsGDK2jBHbTBBwYCnuEV3hzlvDjvzseyteQUM6fwB87nDyfAjbs=</latexit><latexit sha1_base64="zWJFAR8pzOnaqf2MkWNTPRECPhM=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+OgWR9Ua27DXYCsE68gNSjQHlS/+sOEZTFXyCQ1pue5KQY51SiY5LNKPzM8pWxCR7xnqaIxN0G+OHZGLqwyJFGibSkkC/X3RE5jY6ZxaDtjimOz6s3F/7xehtF1kAuVZsgVWy6KMkkwIfPPyVBozlBOLaFMC3srYWOqKUObT8WG4K2+vE78ZuOm4d03a61mkUYZzuAcLsGDK2jBHbTBBwYCnuEV3hzlvDjvzseyteQUM6fwB87nDyfAjbs=</latexit><latexit sha1_base64="zWJFAR8pzOnaqf2MkWNTPRECPhM=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+OgWR9Ua27DXYCsE68gNSjQHlS/+sOEZTFXyCQ1pue5KQY51SiY5LNKPzM8pWxCR7xnqaIxN0G+OHZGLqwyJFGibSkkC/X3RE5jY6ZxaDtjimOz6s3F/7xehtF1kAuVZsgVWy6KMkkwIfPPyVBozlBOLaFMC3srYWOqKUObT8WG4K2+vE78ZuOm4d03a61mkUYZzuAcLsGDK2jBHbTBBwYCnuEV3hzlvDjvzseyteQUM6fwB87nDyfAjbs=</latexit><latexit sha1_base64="zWJFAR8pzOnaqf2MkWNTPRECPhM=">AAAB63icbVBNT8JAEJ3iF+IX6tHLRjDxRFou6o3Ei0dMrJBAQ7bLFjZst83u1IQ0/AYvHtR49Q9589+4QA8KvmSSl/dmMjMvTKUw6LrfTmljc2t7p7xb2ds/ODyqHp88miTTjPsskYnuhtRwKRT3UaDk3VRzGoeSd8LJ7dzvPHFtRKIecJryIKYjJSLBKFrJr+OgWR9Ua27DXYCsE68gNSjQHlS/+sOEZTFXyCQ1pue5KQY51SiY5LNKPzM8pWxCR7xnqaIxN0G+OHZGLqwyJFGibSkkC/X3RE5jY6ZxaDtjimOz6s3F/7xehtF1kAuVZsgVWy6KMkkwIfPPyVBozlBOLaFMC3srYWOqKUObT8WG4K2+vE78ZuOm4d03a61mkUYZzuAcLsGDK2jBHbTBBwYCnuEV3hzlvDjvzseyteQUM6fwB87nDyfAjbs=</latexit>

t3
<latexit sha1_base64="k9gTzYXEhqOFtPHdk7U0UKlArPo=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5LUg3orePFYwWihDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6W19Y3NrfJ2ZWd3b/+genj0YJJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK/hiOb2b+4xPXRiTqHicpD2I6VCISjKKV/Dr2L+r9as1tuHOQVeIVpAYF2v3qV2+QsCzmCpmkxnQ9N8UgpxoFk3xa6WWGp5SN6ZB3LVU05ibI58dOyZlVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XzTC6CnKh0gy5YotFUSYJJmT2ORkIzRnKiSWUaWFvJWxENWVo86nYELzll1eJ32xcN7y7Zq3VLNIowwmcwjl4cAktuIU2+MBAwDO8wpujnBfn3flYtJacYuYY/sD5/AEpRI28</latexit><latexit sha1_base64="k9gTzYXEhqOFtPHdk7U0UKlArPo=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5LUg3orePFYwWihDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6W19Y3NrfJ2ZWd3b/+genj0YJJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK/hiOb2b+4xPXRiTqHicpD2I6VCISjKKV/Dr2L+r9as1tuHOQVeIVpAYF2v3qV2+QsCzmCpmkxnQ9N8UgpxoFk3xa6WWGp5SN6ZB3LVU05ibI58dOyZlVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XzTC6CnKh0gy5YotFUSYJJmT2ORkIzRnKiSWUaWFvJWxENWVo86nYELzll1eJ32xcN7y7Zq3VLNIowwmcwjl4cAktuIU2+MBAwDO8wpujnBfn3flYtJacYuYY/sD5/AEpRI28</latexit><latexit sha1_base64="k9gTzYXEhqOFtPHdk7U0UKlArPo=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5LUg3orePFYwWihDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6W19Y3NrfJ2ZWd3b/+genj0YJJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK/hiOb2b+4xPXRiTqHicpD2I6VCISjKKV/Dr2L+r9as1tuHOQVeIVpAYF2v3qV2+QsCzmCpmkxnQ9N8UgpxoFk3xa6WWGp5SN6ZB3LVU05ibI58dOyZlVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XzTC6CnKh0gy5YotFUSYJJmT2ORkIzRnKiSWUaWFvJWxENWVo86nYELzll1eJ32xcN7y7Zq3VLNIowwmcwjl4cAktuIU2+MBAwDO8wpujnBfn3flYtJacYuYY/sD5/AEpRI28</latexit><latexit sha1_base64="k9gTzYXEhqOFtPHdk7U0UKlArPo=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5LUg3orePFYwWihDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6W19Y3NrfJ2ZWd3b/+genj0YJJMM+6zRCa6E1LDpVDcR4GSd1LNaRxK/hiOb2b+4xPXRiTqHicpD2I6VCISjKKV/Dr2L+r9as1tuHOQVeIVpAYF2v3qV2+QsCzmCpmkxnQ9N8UgpxoFk3xa6WWGp5SN6ZB3LVU05ibI58dOyZlVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XzTC6CnKh0gy5YotFUSYJJmT2ORkIzRnKiSWUaWFvJWxENWVo86nYELzll1eJ32xcN7y7Zq3VLNIowwmcwjl4cAktuIU2+MBAwDO8wpujnBfn3flYtJacYuYY/sD5/AEpRI28</latexit>

t4
<latexit sha1_base64="fmrct2ws3lDSfqemnbPOAWFb1QY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAqyI29</latexit><latexit sha1_base64="fmrct2ws3lDSfqemnbPOAWFb1QY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAqyI29</latexit><latexit sha1_base64="fmrct2ws3lDSfqemnbPOAWFb1QY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAqyI29</latexit><latexit sha1_base64="fmrct2ws3lDSfqemnbPOAWFb1QY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQb0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAqyI29</latexit>

t5
<latexit sha1_base64="gWVIL6T+lCdpr7tgclcD5wUZmU4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IURL0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAsTI2+</latexit><latexit sha1_base64="gWVIL6T+lCdpr7tgclcD5wUZmU4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IURL0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAsTI2+</latexit><latexit sha1_base64="gWVIL6T+lCdpr7tgclcD5wUZmU4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IURL0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAsTI2+</latexit><latexit sha1_base64="gWVIL6T+lCdpr7tgclcD5wUZmU4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LLaCp5IURL0VvHisYLTQhrLZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6MEmmGfdZIhPdCanhUijuo0DJO6nmNA4lfwzHNzP/8YlrIxJ1j5OUBzEdKhEJRtFKfh37F/V+teY23DnIKvEKUoMC7X71qzdIWBZzhUxSY7qem2KQU42CST6t9DLDU8rGdMi7lioacxPk82On5MwqAxIl2pZCMld/T+Q0NmYSh7Yzpjgyy95M/M/rZhhdBblQaYZcscWiKJMEEzL7nAyE5gzlxBLKtLC3EjaimjK0+VRsCN7yy6vEbzauG95ds9ZqFmmU4QRO4Rw8uIQW3EIbfGAg4Ble4c1Rzovz7nwsWktOMXMMf+B8/gAsTI2+</latexit>

Real system:
21%  gap 

MS Azure deployment 

Experimental results – Resource rebalancing



Conclusions and Future Work

Performance models and online resource allocation of Spark big data 
applications

Average percentage error in computing the minimum capacity is around 7% 
while the average percentage error in re-balancing about 12%

Resource provisioning of continuous applications
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