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Worldwide
collaboration CERN’s primary mission:

SCIENCE

Fundamental research on particle
physics, pushing the boundaries of
knowledge and technology
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Data Flow to Storage and Processing
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https://www.google.com/maps/@46.2325945,6.0458683,2a,75y,345.43h,78.39t/data=!3m6!1e1!3m4!1sac-9Zu759OCLpXVPraq3cg!2e0!7i13312!8i6656

About WLCG:
A community of 10,000 physicists
~250,000 jobs running concurrently
600,000 processing cores
700 PB storage available worldwide
20-40 Gbit/s connect CERN to Tierls

Tier-0 (CERN)
Initial data reconstruction
Data recording & archiving
Data distribution to rest of world

Tier-1s (14 centres worldwide)
Permanent storage
Re-processing
Monte Carlo Simulation
End-user analysis

Tier-2s (>150 centres worldwide)
Monte Carlo Simulation
End-user analysis

170sites
/ORLDWIDE
. 10000
users
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Back in 2011...

Managing all this became...
...Very...
...Very...

...very...
...tricky...

C\ERN
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2012: Agile Infrastructure project

- Provisioning + Configuration + Monitoring

- Aim: virtualize all the machines

« Unless really, really, really not possible
Offer Cloud endpoints to users
Scale horizontally

Consolidate server provisioning

Yes, we use the private cloud for server consolidation usecases as
well

CERN
NS
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Project Admin

System Panel
avarview
nstances
Services

Flavors

mixes

Logged in as: |veldik Sallings Sign Cut

Overview

Select a month to query its usage:
Oclabar =l 2012 =] swmt

Aclive Instances: 1218 Aclive Memory: 685GS This Month’s VCPU-Hours: 232037 .37 This Month's GB-Hours: 180227.04

Usage Summary Download CSV Summary
Project Name VCPUs Disk RAM VCPU Hours Disk GB Hours

bainc -ral 20 433GB 217987.71 8039.11

fests 7 20 aGe 1920.43 3|22.21

openstack 7 940 92GB £334.04 171565.73

batch 300 - 150GB 424513 0.00

Displaying 4 llems




Production in Summer 2013
@VW

OpenStack production service since August 2013

cloud - Users - last 2 months cloud - TotalWMs - last 2 moaths
200 1.8 k
180 1.6 &
14k
160
1.2 k
140 1.0 k
120 0.8 k
100 0.6 k
%0 0.4 x
Weok 34 Week 30 Week 38 Week 40 Wook 34 Week 30 Week 38 Week 40
aver:128.29 max:169.00 min:86.00 curr:167.00 aver:817.00 max:1.78k min:369.23 curr:1. 77k
09-10:2013 11:34: 24 09-10-2013 11:32:31
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Geneva 10912 1359
Wigner 291 9312 368
664 20224 1727

Total

|



Rich Usage Spectrum ...

Batch service
- Physics data analysis monM

High Throughput Computing kubel‘netes
. IT Services
- Sometimes built on top of other
virtualised services /\pupﬂaetjst v GitLab 0
. Experiment services '." elastic OPENSHIFT
- E.g. build machines FOREMAN
. . . - openstack®
. Engineering services L =RUNDECK & Jenkins
- E.g. micro-electronics/chip design

Infrastructure services

- E.g. hostel booking, car rental, ...

Personal VMs ... rich requirement spectrum!

- Development




CERN OpenStack Service Timeline
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OpenStack Magnum

An OpenStack API Service that allows creation of
container clusters

e Use your OpenStack keystone credentials
You choose your cluster type MAG N U M

an OpenStack Community Project

o

e Multi-Tenancy

e Quickly create new clusters with advanced features such as
multi-master

Today, the CERN Cloud hosts 500 Kubernetes clusters

KD
% MESOS & pc/os
‘ kubernetes

CERN
NS



lronic Overview @

Bare Metal Project in OpenStack

- Provision ‘physical’ instances User _
Requests physical
- Allows Compute service to manage and provide instance Nova
. . . . —
physical servers as if they were virtual machines

API + Scheduler
- User interfaces with Nova (which also provides

\
quotas, scheduling, ....)

id

)

|
[ronic p— Nova
- Hardware management possible API + Conductor
Via common interfaCGS (& vendor-specific ones)

(€]
- PXE, IPMI Q k ance . g
~ Allows for unified interface to manage Admin

Physical Servers
heterogeneous machine park (~50 h/w types at CERN for hypervisors only!)

Compute

l s||loJug

3300 Servers are managed using OpenStack Ironic

CERN
NS



A new use case: Containers on Bare-Metal

- OpenStack managed containers and bare
metal so put them together

- General service offer: managed clusters MAGNUM
- Users get only K8s credentials
- Cloud team manages the cluster and the underlying infra
- Batch farm runs in VMs as well | N.'
- 3% performance overhead, 0% with containers .
- Evaluating federated kubernetes for hybrid cloud integration Integration: seamless!

(based on specific template)

- Large scale testing starting now
Monitoring (metrics/logs)?

- Pod in the cluster
- Logs: fluentd + ES

- Metrics: cadvisor + influx

CERN
NS



Community Experience

O Open source collaboration sets model for in-house .,
te a m S ackspace

O External recognition by the community is highly
rewarding for contributors

O Reviews and being reviewed is a constant
learning experience m ater

O Productive for job market for staff

aQ Working groups, like the Scientific and Large
Deployment teams, discuss wide range of topics

O Effective knowledge transfer mechanisms
consistent with the CERN mission
- >100 outreach talks since 2011

O Dojos at CERN bring good attendance
ﬂ . Ceph, CentOS, Elastic, OpenStack Day, ...
C\ERN

S 7

| HP
I CERN
M Mirantis

M Universidade Federal de Campina...

Il B1 Systems




Compute needs growing...

- With the needs of LHC computing in future years, efficient and
flexible delivery of compute resources will be key

- Computing needs in 2023 estimated at 60x the current capacity (HL-LHC)
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ommercial Clouds
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Development areas going forward
a Spot Market / Pre-emptible instances

Q Software Defined Networking
= [ntroducing LBaa$S this month

a Magnum rolling upgrades

a Enrolling all 15K servers in Ironic
= (Containers on Bare Metal

ad ...

cﬁw
\\_/



The next S years”
Q LHCtoRun4

=  Computing must not limit the physics

A Open Infrastructure
= OpenStack is a key part but lots of others too

= Ceph, Tungsten Fabric, Grafana, Puppet, CI/CD, K8S, ...

A Open Source collaboration is the way forward
= Natural culture fit for sharing and giving back
=  Work with the communities which are open and vibrant

cﬁw
\
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Summary

J

J

OpenStack has provided a strong base for
scaling resources

Additional functionality on top of pure
Infrastructure-as-a-Service is now coming to
production

Community and industry collaboration has been
productive and inspirational for the CERN team

Some big computing challenges up ahead...



Thank you!

i



Further Information

aQ CERN OpenStack blog at http://openstack-
In-production.blogspot.com

A Recent CERN OpenStack talks at
Vancouver summit at
https://www.openstack.org/videos/search?se
arch=cern

aQ CERN Tools at https://github.com/cernops



http://openstack-in-production.blogspot.com/
https://www.openstack.org/videos/search?search=cern
https://github.com/cernops

